
Matematika Sains Volume 2 Nomor 1 Tahun 2024 
 

22 
 

Ensemble Machine Learning Algorithm for Diabetes Prediction in 

Maiduguri, Borno State 

 

Emmanuel Gbenga Dada1, Aishatu Ibrahim Birma2 Abdulkarim Abbas Gora3 

 

1, 2Department of Mathematics and Computer Science, Faculty of Science, Borno State University, Maiduguri. 
3Department of Computer Science, Faculty of Physical Sciences, University of Maiduguri, Maiduguri, Nigeria. 

 
1gbengadada@unimaid.edu.ng  2ayshabirma13@hotmail.com 3aabbasgor@gmail.com 

 

DOI: https://doi.org/10.34005/ms.v2i1.3652 

 

 

Abstract  

 

Diabetes mellitus (DM) is a metabolic disease characterised by high levels of glucose in the blood, known as 

hyperglycemia, that can result in multiple problems within the body. The World Health Organisation (WHO) data 

for 2021 reveals a substantial increase in the prevalence of diabetes mellitus (DM), with the number of cases rising 

from 108 million in 1980 to 422 million in 2014. Between 2000 and 2019, there was a 3% increase in mortality 

rates associated with diabetes, categorised by age. In 2019, DM caused the deaths of more than 2 million people. 

These concerning figures clearly necessitate an immediate response. An alarming incidence of diabetes among 

the population of Maiduguri and Borno State inspired this investigation. This research proposed stacking ensemble 

learning approach to predict the rate of occurrence of diabetes cases in Maiduguri. The paper used different types 

of regression models to predict the occurrences of diabetes cases in Maiduguri over time. These models included 

adaptive boosting regression (Adaboost), gradient boosting regression (GBOOST), random forest regression 

(RFR), ordinary least square regression (OLS), least absolute shrinkage selection operator regression (LASSO), 

and ridge regression (RIDGE). The performance indicators studied in this work are root mean square (RMSE), 

mean absolute error (MAE), and mean square error (MSE). These metrics were used to assess the effectiveness 

of both the machine learning and proposed Stacking Ensemble Learning (SEL) approaches. Performance metrics 

considered in this study are root mean square (RMSE), mean absolute error (MAE), and mean square error (MSE), 

which were used to evaluate the performance of the machine learning and the proposed Stacking Ensemble 

Learning (SEL) technique. Experimental results revealed that SEL is a better predictor compared to other machine 

learning approaches considered in this work with an RMSE of 0.0493; a MSE of 0.0024; and a MAE of 0.0349. 

It is hoped that this research will help government officials understand the threat of diabetes and take the necessary 

mitigation actions. 
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1.Introduction 

 

Diabetes is a prevalent chronic disease that necessitates patients to continually adopt techniques for 

self-management for effective treatment [1] [2]. Diabetes is defined by the presence of hyperglycemia, 

which refers to an abnormally high concentration of sugar in the bloodstream [3]. Diabetes, as defined 

by the World Health Organisation (WHO), is a chronic condition marked by inadequate release of 

insulin from the pancreas into the blood. In addition, it can occur when the body is unable to efficiently 

utilise the insulin it produces [2]. Insulin is a hormone that controls the levels of glucose in the blood. 

Hyperglycemia, also referred to as high blood sugar levels, is a common outcome of uncontrolled 

diabetes and progressively leads to substantial damage to several biological systems, particularly the 
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neurons and blood vessels. The main determinant of this syndrome is hereditary [5]; nevertheless, 

triggers from the environment can have some impact [6]. 

 

There are four discrete types of diabetes: Roughly 5–10% of all verified cases of diabetes can be 

attributed to Type 1, commonly known as adolescent diabetes or insulin-dependent diabetes. Type 2 

diabetes is defined by its onset in adulthood and its lack of need for insulin. Type 1 diabetes, often 

known as juvenile diabetes, usually begins before the age of 20 [7]. An autoimmune disorder occurs 

when the immune system attacks the body's own tissues. In those suffering from type 1 diabetes, the 

pancreatic cells that are accountable for producing insulin suffer necrosis. However, type 2 diabetes 

usually manifests after the age of 30 and is sometimes called "old-age diabetes." However, young 

individuals are prone to influence. Genetic factors, obesity, and inadequate cardiovascular exercise 

impact Type 2 diabetes [8]. 

 

The management and control of this condition are considered major public health concerns, and the 

number of cases is quickly rising. Diabetes is a life-threatening and harmful condition that is 

increasingly common, particularly in emerging countries and among economically disadvantaged 

populations. The worldwide incidence of diabetes has been steadily increasing and is expected to 

continue rising in the next few years [9], [10]. The incidence of diabetes among Africans is increasing, 

and predictions indicate that the African continent will experience the highest growth rate (143%) in 

diabetes patients from 2019 to 2045. 

 

The death rates linked to diabetes, classified by age, witnessed a 3% growth from 2000 to 2019. 

Approximately 2 million people succumbed to diabetes and diabetes-related kidney illnesses in 2019. 

It is imperative to consistently guarantee universal access to healthcare facilities for all individuals. 

However, there are certain individuals who have the right to use these facilities but live far away. 

Furthermore, the scarcity of resources necessitates a continuous need for proficient medical 

professionals to attend to pressing and significant concerns. 

 

Adeleye describes a consistent increase in the prevalence of diabetes mellitus in Nigeria [11]. The 

prevalence of DM in specific villages in Nigeria varies from 0.8% to 4.4%, as reported by [12], [13], 

and [14]. Sabir et al and Enang et al reported a frequency range of 4.6% to 7% in urban areas [14], [15]. 

Uloko did an in-depth meta-analysis and review and found that the prevalence of diabetic complications 

among Nigerians is 5.77% [16]. In 2019, Tinajero and Malik estimated that impaired sugar tolerance 

affected 8.2 million Nigerians, with a projected increase to 11.5 million by 2030 [9]. Gezawa et al, have 

demonstrated a notable prevalence of type 2 diabetes in the urban area of Maiduguri. Given the 

aforementioned knowledge, it is imperative to create a computerised system that may assist healthcare 

professionals in delivering medical services, particularly in the diagnosis of diabetes [17]. This system 

would be especially advantageous in locations with restricted accessibility and limited availability of 

medical services, where there is a lack of skilled specialists, clinical decision support (CDS) systems, 

and electronic diabetes diagnosis systems. The contributions of this paper are summarised as follows: 

i. The paper described an overview of ensemble machine learning methods that can be 

applied for diabetes prediction and management.  

ii. The study identified the most accurate prediction model for diabetes cases in different areas 

of Maiduguri and its surrounding areas. 

iii. A novel dataset of diabetic patients was created using data from the University of 

Maiduguri Teaching Hospital and Umaru Shehu Specialist Hospital in Maiduguri, Borno 

State, Nigeria, between 2018 and 2023. The collection contains information about 1030 

patients. 

iv. A variety of machine learning methods were utilised to construct a model for the prediction 

of diabetes in Maiduguri and its surrounding areas. Some of the models used to predict 

diabetes are adaptive boosting regression, gradient boosting regression, random forest 

regression, the least absolute shrinkage selection operator, ridge regression, conventional 

least squares regression, and new stacking ensemble learning approaches.  
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v. The study evaluated the effectiveness of the proposed stacking ensemble machine learning 

technique for predicting diabetes.  The study provides insightful knowledge into the 

benefits and limitations of the proposed paradigm. 

 

The paper is structured as follows in subsequent sections: Section 2 of the document contains the review 

of related work and a summary of contributions table. In Section 3, the discussion revolved around the 

machine learning models employed for prediction. The simulation and numerical results from the 

experiment analyses are reported in Section 4. Section 5 contains the paper's conclusion. 

Summarily, this study introduces a novel approach for predicting diabetes through the analysis of 

patient data collected from individuals residing in Maiduguri and its surrounding regions in Nigeria. 

The findings suggest that the stacking ensemble machine learning technique is a better predictor 

compared to other ensemble approaches. The newly acquired dataset has the potential to be deployed 

in the future for training various algorithms aimed at detecting and predicting diabetes. This can serve 

as an effective tool for decision support system in diabetes detection and diagnosis. 

 

Sarwar et al, proposed a hybrid ensemble model that employs machine learning approaches to 

accurately detect instances of type 2 diabetes. The authors utilised several machine learning classifiers. 

The authors constructed the models using the MATLAB and WEKA 3.6.13 software platforms. The 

study's database consists of around 400 individuals chosen from a wide geographical region, covering 

ten various physiological traits [18]. The simulation results showed that the ensemble approach 

outperformed the other models used in the study, with an average accuracy of 98.60%. The drawback 

of this research is the relatively small size of the dataset utilised. Moreover, there is a need to improve 

the accuracy and dependability of the system. Alasaady, Aris, Sharef, & Hamdan employed an adaptive 

neurofuzzy (ANFIS) method to diagnose diabetes. They trained the ANFIS model using the hybrid 

neural network algorithm [19]. The statistical results demonstrate that the proposed model achieved a 

classification accuracy of 92.77%. An inherent limitation of the research is the relatively small size of 

the dataset utilised, which hinders the generalizability of the findings to a larger population. Moreover, 

the analysis primarily emphasised diagnostic techniques rather than predictive modelling. Moreover, it 

is necessary to improve the accuracy of the system. Abdulhadi and Al-Mousa utilised machine learning 

algorithms to predict the likelihood of diabetes, specifically emphasising early identification in females. 

The random forest model achieved an accuracy rate of 82%, making it the most desirable result among 

the several models being evaluated. The small size of the dataset used limits the study. Furthermore, 

the suggested approach exhibits a notable inadequacy in terms of precision [20]. 

 

Laila, Mahboob, Khan, & Taekeun, employed ensemble machine learning models to carry out a 

scientific investigation into diabetes [21]. Laila et al. obtained the dataset for this investigation from the 

UCI repository. The diabetes dataset consists of a total of 17 variables. The prediction was performed 

using machine learning methods, specifically AdaBoost, Bagging, and RF. Diverse metrics were 

employed to assess the efficacy of the framework. The simulation results demonstrated that the 

ensemble technique, namely the random forest model, outperformed the other models investigated in 

the study, attaining an accuracy rate of 97% [21]. A possible limitation of this study is the relatively 

small size of the dataset used. Furthermore, enhancing the accuracy of the proposed system is crucial. 

Katarya and Jain utilised a variety of machine learning methods to diagnose diabetes in their research. 

The experiments used the Indian Pima dataset. The results of the study showed that the RF ensemble 

technique outperformed the other models [22]. The dataset employed is comparatively restricted in size, 

which is an inconvenience of the effort. Furthermore, it is important to acknowledge that the suggested 

approach demonstrates a rather low level of accuracy. The diabetes patient data acquired from the 

hospital was not efficiently utilised. 

 

Researchers Rubaiat, Rahman, and Hasan conducted a comparative study to assess the efficacy of 

various machine learning models in extracting valuable features from a dataset related to diabetes. The 

algorithms were also used to predict the occurrence of diabetes in patients. The experimental research 

demonstrated that using a multilayer perceptron (MLP) in combination with a feature selection strategy 

produced better results compared to other strategies used in the study [23]. The work is inadequate due 

to the relatively small size of the dataset used. Furthermore, the performance of the proposed system 
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demonstrates subpar values. In addition, the study did not incorporate authentic patient data from 

individuals diagnosed with diabetes obtained from a medical facility. 

 

Swapna, Vinayakumar, and Soman utilised deep learning methodologies to diagnose diabetes. The 

study utilised diverse deep learning methodologies to extract characteristics from heart rate variability 

(HRV) data. The support vector machine (SVM) for classification requires the retrieved features as 

input. The CNN model (0.03%) and the CNN-LSTM model (0.06%) did a little better than the deep 

learning models used in previous studies that did not use SVM, according to the researchers [24]. The 

proposed research has the capacity to aid healthcare professionals in making well-informed judgements 

regarding patient care. The study of ECG signals can assist in the detection of diabetes, with an achieved 

accuracy rate of around 95.7%. The study is significantly limited by the extremely small size of the 

dataset used. Moreover, there is a requirement for additional enhancement in the efficiency of the 

suggested system. 

 

Azbeg, Boudhane, Ouchetto, & Andaloussi employed a probabilistic predictive model in a separate 

investigation to detect occurrences of diabetes-related emergencies. The authors proposed a system 

architecture utilising the Internet of Things (IoT) to ensure the collection of patient data for predicting 

key occurrences of diabetes [1]. To ensure data security, the system has implemented blockchain and 

IPFS. Furthermore, in order to analyse the data, a statistical approach based on predictive modelling 

has been proposed. The method's performance was evaluated and compared to other existing prediction 

approaches. The experiment produced accuracy rates of 85.9%, 99.5%, and 99.8% for the three datasets, 

respectively. Hence, the suggested framework might be used to forecast diabetes and alert medical 

professionals or healthcare establishments about urgent situations that demand prompt action. One 

drawback of the work is the lack of any innovative algorithmic advancement. Islam, Ferdousi, Rahman, 

& Bushra employed data mining methodologies to forecast diabetes. 520 subjects completed 

questionnaires regarding potential characteristics that could influence the initial phases of diabetes [26]. 

Following the data preparation procedure, the gathered data exhibited a total of 314 instances with 

positive outcomes and 186 instances with negative outcomes. Positive numerical numbers indicate the 

presence of diabetes in an individual, whereas negative values indicate the absence of the disease. The 

Random Forest (RF) algorithm exhibited exceptional performance, with a detection rate of 99%. 

Therefore, this approach demonstrates its efficacy when used on an existing dataset. However, one 

possible limitation of the study is the relatively small size of the dataset used. 

 

Shukla predicted the occurrence of diabetes by employing a linear regression model. The researchers 

employed a dataset that showed that characteristics such as glucose levels, body mass index (BMI), and 

pregnancy status would result in the greatest level of accuracy. Medical specialists have acknowledged 

that the sickness mostly depends on features that may appear insignificant to us but can increase 

vulnerability to future ailments. The logistic regression model achieved an accuracy rate of 82.92% by 

training it with the most impactful features. An inherent limitation of this work is the comparatively 

lower level of precision [27]. 

  

The motivation for using ensemble learning in the current research arises from the observation that 

machine learning models have typically been constructed based on the assumption that a model will 

achieve its highest level of accuracy when trained and tested on data that originates from the same 

feature space and distribution. However, if there are changes in the feature space or data distribution, it 

is necessary to create a new model. The costs related to creating a new model from scratch each time, 

together with obtaining new training data, are substantial. Ensemble learning enables the efficient 

acquisition of large amounts of training data by reducing the required effort and time. Ensemble learning 

possesses the potential to utilise pre-existing data in order to address new tasks or domains. The 

application of gained knowledge empowers individuals to tackle new challenges better and effectively. 
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2. Methodology 

2.1 Adaptive Boosting Regression (AdaBoost) 

In the field of machine learning, the AdaBoost algorithm, commonly referred to as adaptive boosting, 

employs a boosting approach as an ensemble method. AdaBoost reallocates the weights to each 

instance, assigning greater weights to examples that were incorrectly identified, hence earning the 

moniker "adaptive boosting." Supervised learning employs boosting to reduce both bias and variation. 

It functions based on the assumption that learners make gradual improvements. The adaptive boosting 

regression meta-estimator according to Barrow & Crone, begins by training a regressor on the initial 

dataset. Subsequently, it applies more iterations of the regressor to the existing dataset [28]. The 

algorithm alters the weights of the occurrences based on the error of the most recent forecast. Let us 

examine a dataset 𝑆 = (𝑥1, 𝑦1), … , (𝑥𝑛 , 𝑦𝑛) that is obtained through a time series. The dataset consists 

of 𝑛 sets of observations, with each observation assigned a weight, 𝑤𝑖. For each observation i, we 

determine the probability of including it in the training set during iteration k based on its assigned 

weight. Calculating the weighted sum of the probabilities obtains the average loss(𝑙𝑘)  for the model 𝑘  

over all the observations 𝑖. The mathematical equations for the average loss (𝑙𝑘) and probability 𝑝𝑘 are 

as follows: 

𝑝𝑘 =
𝑤𝑖

∑ 𝑤𝑖
         (1) 

𝑙𝑘 = ∑ 𝑙𝑘𝑝𝑘
𝑛
𝑖=1          (2) 

𝑤𝑖
𝑘+1 = 𝑤𝑖

𝑘𝛽𝑘(1 − 𝑙𝑘)        (3) 

The equation defines the variables as follows: 𝑝𝑘 represents the probability at iteration 𝑘, 𝑤𝑖
𝑘+1 denotes 

the average loss at iteration k, 𝑤𝑖
𝑘 represents the prior weight at iteration 𝑖, and 𝛽𝑘 represents the model 

loss. 

2.2 Gradient Boosting Regression (GBoost) 

Gradient boosting employs a machine learning technique for tasks such as regression and classification 

problems. The system offers a predictive model that consists of a collection of weak prediction models 

resembling decision trees [29]. Gradient boosting iteratively chooses a function that opposes the 

gradient direction in order to optimise a cost function over the whole function space. Gradient boosting 

according to Oluwagbemi, Adeoye & Segun is a widely used machine learning technique that constructs 

a final prediction model by combining weak predictors in an ensemble. It is commonly used for 

regression and classification tasks. Gradient boosting commonly employs decision trees as weak 

predictors [30]. Weakly learned models exhibit minimal variance and regularisation, a significant bias 

towards the training dataset, and outputs that only marginally outperform random guesses. Boosting 

strategies consist of three key components: an additive model, weak learners, and a loss function. 

Gradient-boosting machines use gradients to identify deficiencies in subpar models. This is achieved 

through the use of an iterative approach, with the objective of ultimately combining base learners to 

minimise prediction errors. In this process, decision trees are combined using an additive model, and 

the loss function is minimised through the utilisation of gradient descent. The gradient boosting tree (𝑔) 

can be defined as follows: 

𝑔 = ∑ 𝑓𝑖𝑥𝑡
𝑛
𝑖=1          (4) 

𝑎𝑟𝑔𝑚𝑖𝑛 ∑ 𝐿(𝑦𝑡 , 𝑔) + 𝑓𝑛+1 𝑥𝑡𝑡         (5) 

Let 𝑔 represent the gradient boosting tree, 𝐿() denote the loss function, and 𝑓𝑛+1𝑥𝑡  represent the newly 

generated decision tree. 
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2.3 Random Forest Regression  

Random Forest Regression is a robust machine learning approach used for regression-related tasks that 

involve predicting continuous numerical data [31]. It falls under the domain of ensemble learning, 

where it combines numerous decision trees to create predictions. During the training phase, random 

forest regression constructs numerous decision trees [32]. Each tree trains on a randomly selected 

portion of the data and selects a random collection of features to split at each node. The procedure 

utilises the method of bootstrap aggregating or bagging, wherein each decision tree is trained on a 

randomly selected subset of the dataset with replacement. This aids in mitigating overfitting and 

enhances generalisation. During the prediction phase, each decision tree within the ensemble generates 

a forecast by utilising the input information. Each individual tree in the forest makes predictions, and 

the ultimate forecast is derived by averaging these predictions (in the case of regression), resulting in a 

more resilient and precise forecast. The ensemble approach and bagging technique employed in random 

forest regression make it less susceptible to overfitting than standalone decision trees. The model is 

capable of accurately capturing complicated and nonlinear patterns in datasets by successfully 

modelling the connections between input features and the target variable. Random Forest Regression is 

capable of efficiently handling large datasets with an enormous number of features, making it suitable 

for scaling to real-world applications [33]. 

 

2.4 Ordinary Least Square Regression (OLS) 

Ordinary least squares (OLS) regression, commonly referred to as linear regression, is a fundamental 

statistical method employed to describe the association between a number of independent variables 

(predictors) and a dependent variable (outcome) [34]. The objective is to identify the most suitable 

linear equation that accurately represents the correlation between the variables. Ordinary least squares 

(OLS) regression aims to minimise the total sum of squared residuals, which are the differences between 

the observed and projected values of y. Maximum Likelihood and the expanded technique of moments 

estimator are two alternatives to OLS. 

𝑌 = 𝛽𝑜 + ∑ 𝛽𝑗𝑥𝑗 + 𝜀𝑗=1          (6) 

where 𝑌 is the dependent variable, 𝛽, is the intercept of the model, 𝑥𝑗  corresponds to the 𝑗𝑡ℎ explanatory 

variable of the model and 𝜀 is the random error. 

The residuals are the discrepancies between the observed values of y and the expected values derived 

from the linear equation. OLS regression assumes that the independent and dependent variables are 

linear, that errors are distributed normally, and that the variance of errors stays the same 

(homoscedasticity). OLS regression yields coefficients that are readily interpretable and indicate the 

size and direction of the impact of each independent variable on the dependent variable [35]. Deviation 

from such presumptions can impact the precision and dependability of the regression findings. Its ease 

of implementation and interpretation contribute to the widespread usage of OLS regression in the fields 

of statistics and econometrics. OLS regression efficiently predicts the coefficients, particularly for large 

datasets, and offers normal errors and confidence ranges to measure the uncertainty of the results. OLS 

regression can be used with different types of data and is suitable for both straightforward and 

sophisticated regression models [36]. 

 

2.5 Least Absolute Shrinkage Selection Operator Regression (LASSO) 

 

LASSO regression is a linear regression method that is employed for both the selection of features and 

normalisation [37]. The objective is to identify the subset of predictors that are most pertinent for 

forecasting the result while simultaneously minimising the intricacy of the model. LASSO regression 

employs optimisation methods such as coordinate descent or gradient descent to get the coefficients βj 

that minimise the objective function. LASSO regression employs automatic feature selection by 

assigning zero coefficients to certain variables, thereby identifying the most pertinent features. By 
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prioritising the most significant predictors, this approach can enhance model interpretability and 

mitigate overfitting. LASSO regression incorporates regularisation techniques to mitigate overfitting 

and enhance the model's ability to generalise [38]. LASSO regression generates models that have a 

reduced number of nonzero coefficients, resulting in a simpler and more interpretable model. This is 

particularly useful in datasets with many features. LASSO regression efficiently addresses 

multicollinearity, which refers to the presence of a significant correlation between independent 

variables. It achieves this by picking one of the correlated variables and reducing the influence of the 

others towards zero [39]. The following objective function is minimized to get the regression 

coefficient: 

𝑙𝑎𝑠𝑠𝑜 = (∑ 𝑦𝑖 − 𝛽𝑜 − ∑ 𝛽𝑗𝑥𝑖𝑗
𝑝
𝑗=1

𝑛
𝑖=1 )

2
+ 𝛾 ∑ |𝛽𝑗|

𝑝
𝑗=1                                              (7) 

∑ |𝛽𝑗|
𝑝
𝑗=1 ≤ 𝛾          (8) 

where 𝛽𝑗 is the regression coefficient operating on the standardized covariate j, 𝛽𝑜 is the intercept and 

𝛾 is a penalty term which controls the value of shrinkage. 

To summarise, LASSO regression is a valuable method for selecting features and applying 

regularisation, especially in situations involving highly dimensional data and multiple correlations. It 

enhances the interpretability of models and improves their capacity to generalise. 

 

Ridge Regression (Ridge) 

Ridge regression, sometimes referred to as Tikhonov regularisation or L2 regularisation, is a linear 

regression method employed to regularise and address multicollinearity in predictive modelling [40]. 

Lasso regression is akin to ordinary least squares (OLS) regression, but it incorporates a penalty 

component into the objective function to constrain the coefficients and mitigate overfitting. Ridge 

Regression employs optimisation methods, such as gradient descent or closed-form solutions (e.g., 

singular value decomposition), to determine the coefficients βj that minimise the objective function. 

Ridge regression incorporates regularisation to mitigate overfitting and enhance the generalisation 

capability of the model, particularly in datasets with a large number of features [41]. 

Ridge regression mitigates the issue of multicollinearity, which refers to a high correlation between 

independent variables, by applying a technique that reduces the coefficients towards zero. This process 

aids in stabilising the estimations of the coefficients and mitigates their susceptibility to minor 

fluctuations in the data. Ridge regression generates models with reduced coefficients, resulting in a 

more streamlined and easily understandable representation, particularly in situations where there are 

numerous linked features. 

The Ridge Regression approach [38] can be used to analyse data from multiple regressions that show 

multicollinearity. While least-squares approximations remain impartial in the presence of 

multicollinearity, their substantial variances increase the likelihood of a significant deviation from the 

true value. Ridge regression reduces the standard errors by including a certain amount of prejudice in 

the regression values. Ultimately, the expectation is that this will lead to more accurate forecasts. 

Consider a regression equation: 

𝑌 = 𝑋−1𝛽 + 𝜀          (9) 

Regression coefficients of ordinary least square is: 

�̂� = (𝑋−1𝑋)−1𝑋′𝑌        (10) 

The variance covariance matrix of the estimate is: 

𝑉(�̂�) = 𝜎2𝑅−1          (11) 
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From the above, we find that: 

𝑉(𝛽�̂�) = 𝑟𝑖𝑗 =
1

1−𝑅2         (12) 

The amount of bias in this estimator is given by: 

𝐸(�̃� − 𝛽) = [𝑋′𝑋 + 𝑘𝐼)−1𝑋′𝑋 − 𝐼]𝛽       (13) 

The covariance matrix is given by: 

𝑉(�̃�) = (𝑋′𝑋 + 𝑘𝐼)−1  𝑋′𝑋(𝑋′𝑋 + 𝑘𝐼)       (14) 

Y represents the dependent variable, while X represents the independent variables. β refers to the 

regression coefficients that need to be projected, while ε denotes the errors or leftovers. 

 

3. Proposed Model 

3.1 Stacking Ensemble Learning (SEL) 

Ensemble learning is a method in machine learning that merges the predictions of numerous separate 

predictive models (learners) to get a final prediction [42], [43]. Ensemble learning aims to enhance 

prediction performance, robustness, and generalisation ability by using the combined knowledge of 

various models. Ensemble learning commences by training numerous base models, sometimes referred 

to as base learners or weak learners, on the training dataset. These foundational models might vary in 

nature or be trained using diverse strategies. Ensuring diversity in the base models is crucial, as it allows 

for the inclusion of various elements of the data and enables predictions to be made based on various 

subgroups of features. The inclusion of diverse elements in an ensemble helps mitigate the problem of 

overfitting and enhances the overall performance of the ensemble. After training the base models, their 

predictions are merged or consolidated to provide the ultimate forecast. The process of aggregation may 

encompass the computation of the average of predictions, the determination of the majority vote (for 

classification problems), or the utilisation of more advanced methods such as weighted averaging or 

stacking. Combining the predictions of the base models determines the final forecast of the ensemble 

model. The ultimate forecast is frequently more precise and dependable compared to the forecasts made 

by individual base models, since it capitalises on the advantages of several models while minimising 

their limitations [39]. 

Stacking, often referred to as stacked generalisation or stacked ensemble learning, is an effective 

ensemble learning strategy utilised to enhance the prediction performance of machine learning models. 

The process involves the integration of several base models, or learners, to create a meta-model, also 

known as a meta-learner, which consolidates their individual predictions. The process of stacking 

involves training multiple distinct base models using the training dataset. The base models can vary in 

their kinds, such as decision trees, support vector machines, and neural networks. Additionally, 

researchers may have trained them using various algorithms or with different hyperparameters. After 

training the base models, each of them generates predictions on the validation dataset, also known as 

out-of-fold predictions. The predictions are used as input features for the meta-model.  

A meta-model, also known as a meta-learner, is trained by using the predictions made by the base 

models as input features and the true labels from the validation dataset as the target variable. The meta-

model acquires the ability to amalgamate the forecasts generated by the basis models in order to 

formulate the ultimate prediction. When making predictions on new data, the base models generate 

distinct predictions, which the trained meta-model subsequently merges to provide the ultimate forecast. 

Stacking frequently leads to enhanced prediction performance in comparison to individual base models 

since it capitalises on the strengths of several models and mitigates their deficiencies. Stacking enhances 

model diversity by amalgamating various base models, hence potentially improving generalisation 

performance and fortifying resilience against diverse data and patterns. Stacking is a versatile technique 

that can adapt to many types of base models and meta-models, enabling practitioners to explore new 

methods and designs. Stacking is a technique that achieves a balance between bias and variance by 
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merging models that possess distinct biases and variances. This frequently leads to a predictive model 

that is more stable and dependable [39]. 

This work employed stacked ensemble learning (SEL) models to predict the occurrence of diabetes 

among the populace in Maiduguri, Borno State. Stacking is a widely recognised technique in machine 

learning that involves using ensemble modelling. The process involves integrating many weak learners 

simultaneously and then using meta-learners to improve future predictions [44]. The ensemble 

technique operates by amalgamating the predictions of multiple feeble learners and meta-learners to 

generate a higher-output prediction model. Stacking is a method in which an algorithm uses the outputs 

of sub-models as input and attempts to learn how to effectively merge the input predictions in order to 

achieve a superior output prediction. It is called "stacking" because it is positioned above the other 

models. 

 

Architecture of Stacking 

The stacking model architecture incorporates six base learner models: adaptive boosting regression 

(Adaboost), gradient boosting regression (GBOOST), random forest regression, ordinary least square 

regression (OLS), least absolute shrinkage selection operator regression (LASSO), and ridge regression 

(RIDGE). Additionally, it includes a random forest meta-model that aggregates the predictions from 

the base models. The level 0 models serve as the foundational models, whilst the level 1 model functions 

as the meta-model. The stacking ensemble approach comprises the initial training data, primary level 

models, primary level predictions, secondary level models, and the final prediction. The underlying 

framework of the stacking architecture is as follows: 

• Original data: The dataset is partitioned into training data and test data. 

• Base models: The Level-0 models consist of Adaboost, GBOOST, RFR, OLS, LASSO, and 

RIDGE regression techniques. These models utilise training data to generate aggregated 

predictions at level 0. 

• Level-0 Predictions: Applying a base model to a set of training data generates several level-0 

predictions. 

• Meta Model: The stacking model's approach incorporates only one meta-model that uses 

random forest regression to efficiently combine the predictions of the base models. The level-

1 model is also known as the meta-model. 

• Level-1 Prediction: The meta-model acquires the ability to effectively amalgamate the 

predictions generated by the base models and is trained using the diverse predictions produced 

by each unique base model. For example, the meta-model is given data that was not used to 

train the base models. It makes predictions using this data, and these predictions, along with 

the predicted outputs, are used as input and output pairs to train the meta-model. Refer to Figure 

1 for an illustration of the proposed system's architecture. 

 
Figure 1: Proposed Architecture for Stacking Ensemble Learning 
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The proposed system makes use of stacking ensemble learning (SEL) techniques for time series 

forecasting. The diabetes prediction method under consideration uses ensemble learning approaches 

based on stacking for the purpose of prediction. The simulations use diabetes datasets acquired from 

various hospitals in Maiduguri. The dataset was partitioned into two sets, namely the training set, which 

included 80% of the data, and the test set, which included the remaining 20%. The overall structure of 

the proposed ensemble stacking system incorporated a total of six models. The main objective of this 

paper is to use the dataset to predict the risk of diabetes in patients using SEL. This is accomplished by 

arranging the six models (adaptive boosting regression, gradient boosting regression, random forest 

regression, regularised regression using the least absolute shrinkage selection operator, ridge regression, 

and ordinary least squares stacking ensemble learning methods) in a stacked manner. This approach is 

commonly used in both regression and classification tasks. 

 

 

Dataset Description 

The diabetes datasets used in this study were acquired from the University of Maiduguri teaching 

hospital and Umaru Shehu specialty hospital, Maiduguri. The datasets contain data on patients with 

diabetes collected from 2018 to 2023. The dataset was gathered from individuals aged 17 and above 

residing in Maiduguri, Borno State, Nigeria, and the surrounding areas, encompassing both males and 

females. The dataset comprises certain diagnostic measurements that serve as feature variables for the 

models. The dataset consists of 9 distinct features and 1030 individual cases. The included features 

encompass pregnancies, glucose levels, blood pressure, skin thickness, insulin levels, body mass index 

(BMI), diabetes pedigree function, and age. 

Experimental Settings 

The setup of the experiment and parameter settings for the study are illustrated in Table 1. The process 

of training a model entails the selection of appropriate values for each weight and bias parameter based 

on labelled samples. The setting of parameters is a crucial stage in the training process of machine 

learning models. The parameters utilised to regulate the diabetic datasets during the training and testing 

phases of the models are comprehensively depicted in Table 1. These factors play a crucial role in 

refining the effectiveness of the model. The models were trained with the scikit-learn tool for machine 

learning. 

Table 1: Experimental settings and parameters tuning of Random Forest, Adaboost, GBOOST, LGBM, 

CatBoosting and WAEL 

Model Hyperparameter Values 

Adaboost n_estimators 50 

learning_rate 0.2 

loss Exponential 

Random forest n_estimators 400 

Random_state 0.2 

GBOOST n_estimators 400 

max_depth 5 

loss Squared_error 

min_samples_split 2 

learning_rate 0.1 

LASSO Alpha  0.1 

RIDGE Alpha 0.1 

Proposed model (SEL) n_estimators 400 

Random_state 0 
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Performance Metrics 

We evaluate all the models under comparison by computing the root mean square error (RMSE), mean 

square error (MSE), and mean absolute error (MAE) based on the predictions using the identical test 

set. The subsequent values represent the root mean square error (RMSE), mean square error (MSE), 

and mean absolute error (MAE). The equations (15), (16), and (17) depict the root mean square error 

(RMSE), mean square error (MSE), and mean absolute error (MAE), respectively. 

RMSE = √
∑ (𝑜−𝑓)2𝑛

𝑖=1

𝑛
        (15) 

MSE=
∑ (𝑜−𝑓)2𝑛

𝑖=1

𝑛
        (16) 

MAE=
1

𝑛
∑ |𝑜 − 𝑓|𝑛

𝑖=1         (17) 

Where 𝑛 is the number of observations, 𝑜 is the observed values and 𝑓 is forecasted values. 

4. Results and Discussions 

This section provides an overview of the results and examines the significant discoveries derived from 

our experimental investigations. The experiments were conducted using the Jupiter notebook 

programming environment, namely the Python 3.9 version. The diabetes dataset was employed for the 

purpose of training and testing the ensemble machine learning models. This study examined the 

different features present in the dataset used for the purpose of training and evaluating the models. The 

paper presents an analysis of the computing times of six machine learning algorithms. The time intervals 

utilised in this paper for each machine learning algorithm commence at the initiation and termination 

of each machine learning method employed in this study. We calculated the time lapse by subtracting 

the initial time from the final time of the machine learning model. Figure 2 illustrates the duration of 

training for all the machine learning algorithms. The results indicate that ordinary least square has the 

shortest computational training time, followed by LASSO and RIDGE. Ensemble machine learning 

approaches, such as adaptive boost (Adaboost), gradient boost (GBOOST), and random forest, require 

more processing time compared to regularised regression algorithms like LASSO and RIDGE.  

 

 

Figure 2:  Comparison of Training time of ensemble and regression models 

 

 

Figs. 3-9 is the time series of all the machine learning compared in this paper, which consists of actual 

diabetes cases and predicted diabetes cases in Maiduguri, Borno State, Nigeria. 
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Figure 3: Time Series of Random forest regressor 

 

 

Figure 4: Time Series of Gradient boost regressor 

 

 

Figure 5: Time Series of Adaboost machine learning 

 

 

Figure 6: Time Series of Ordinary linear square 

 

 

Figure 7: Time Series of Least absolute shrinkage and selection operator 
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Figure 8: Time Series of Ridge regression 

  

 

Figure 9: Time Series of Stacking ensemble learning model 

About 80% of diabetes dataset was used for training the models while the remaining 20% of the dataset 

was used as test dataset. Three performance metrics were adopted in this paper, which were RMSE, 

MSE, and MAE. Fig. 9 shows the actual and predicted diabetes cases obtained from the Stacking 

Ensemble Learning (SEL) model proposed in this paper. Table 2 displays the statistical results of all 

the machine learning methods considered in this paper. SEL performed excellently with a RMSE of 

0.0493, followed by LASSO with 0.3573 when considering the RMSE. 

 

Table 2: Performance comparison of machine learning using diabetes models dataset 

Model RMSE MSE MAE 

Random Forest 0.4434 0.1966 0.3974 

Gradient Boost 0.4833 0.2336 0.4003 

Adaboost 0.4292 0.1842 0.4039 

OLS 0.3828 0.1465 0.3551 

LASSO 0.3573 0.1277 0.3390 

Ridge 0.3826 0.1464 0.3550 

SEL 0.0493 0.0024 0.0349 

 

5. Conclusion 

This research presents a technique that uses stacking ensemble learning for predicting diabetes cases in 

Maiduguri and its environs. We used the diabetes dataset to train and test the proposed method. 

Experiment results show that the proposed stacking ensemble learning outperformed other machine 

learning techniques considered in the paper. In addition, the three proposed training strategies - OLS, 

LASSO, and RIDGE - achieved the lowest computational training time. The proposed method can also 

train additional datasets. The stacking ensemble learning method was adopted for this paper because it 

saves us the trouble of having to train several machine learning models from scratch to fulfil similar 

tasks, therefore saving time and resources. SEL also serves as a cost-cutting measure in areas of machine 

learning that need a lot of resources, such as image classification or natural language processing. 

Moreover, it is very useful in compensating for a shortage of labelled training data maintained by an 

organisation, as pre-trained models are used. Stacking ensemble learning makes use of minimal 

computational resources and helps attain enhanced results using a smaller dataset. Furthermore, 
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stacking ensemble learning models attains optimal performance quickly compared to conventional ML 

models. The reason for this is that the models leverage knowledge from base models and meta models. 

Simulation results revealed that SEL exhibited the highest level of performance. The results from the 

evaluation metrics show that WAEL, as an ensemble algorithm, does a better job of accurately 

predicting diabetes in the dataset used in this study. The experimental findings indicate that the SEL 

algorithm promises to be a viable approach for achieving precise diabetes prediction. In conclusion, it 

is recommended that the government and healthcare practitioners dedicate additional resources and 

efforts towards the implementation of machine learning systems for the early detection and prediction 

of diabetes. Furthermore, it is imperative for hospitals and healthcare organisations to enhance their 

data collection efforts from patients. This would help researchers and academics engaged in the field of 

diabetes detection and prediction to construct highly precise prediction models. In the future, more work 

will be done of diabetes detection and prediction state-of-the-art algorithms such as Voting Classifier 

Ensemble method CatBoosting, blending ensemble method, extreme gradient boosting machines 

(XGBM), and other computational techniques to predict diabetes cases with high accuracy. 
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